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Accurate recognition of progressive mild cognitive impairment (MCI) is helpful to reduce the risk of developing Alzheimer’s
disease (AD). However, it is still challenging to extract effective biomarkers from multivariate brain structural magnetic
resonance imaging (MRI) features to accurately differentiate the progressive MCI from stable MCI. We develop novel
biomarkers by combining subspace learning methods with the information of AD as well as normal control (NC) subjects
for the prediction of MCI conversion using multivariate structural MRI data. Specifically, we first learn two projection
matrices to map multivariate structural MRI data into a common label subspace for AD and NC subjects, where the
original data structure and the one-to-one correspondence between multiple variables are kept as much as possible.
Afterwards, the multivariate structural MRI features of MCI subjects are mapped into a common subspace according to
the projection matrices. We then perform the self-weighted operation and weighted fusion on the features in common
subspace to extract the novel biomarkers for MCI subjects. The proposed biomarkers are tested on Alzheimer’s Disease
Neuroimaging Initiative (ADNI) dataset. Experimental results indicate that our proposed biomarkers outperform the
competing biomarkers on the discrimination between progressive MCI and stable MCI. And the improvement from the
proposed biomarkers is not limited to a particular classifier. Moreover, the results also confirm that the information of AD
and NC subjects is conducive to predicting conversion from MCI to AD. In conclusion, we find a good representation of
brain features from high-dimensional MRI data, which exhibits promising performance for predicting conversion from
MCI to AD.

1. Introduction

Alzheimer’s disease (AD) characterized by memory loss and
cognitive decline is the most prevalent neurodegenerative
disease [1, 2]. Mild cognitive impairment (MCI) is regarded
as the prodromal stage of AD with possibility to develop AD.
Individuals with MCI can carry out daily activities, but their
thinking abilities have mild and measurable changes [3]. On
average, 32 percent of individuals with MCI will convert to
AD within 5 years [4]. Therefore, it is critical to identify
MCI as early as possible, so that we can delay the progress

of AD by the well-targeted treatment. The development of
neuroimaging techniques provides powerful tools for early
prediction of AD. Structural magnetic resonance imaging
(MRI) with high spatial resolution, high availability, nonin-
vasive nature, and moderate costs is an extensively used neu-
roimaging modality. Numerous structural MRI-based
biomarkers have been extracted for the AD detection at dif-
ferent stages [5-13]. For instance, in [6], spatial frequency
components of cortical thickness were used for individual
AD identification based on incremental learning. In [13],
an individual network was constructed using six types of
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morphological features to improve the accuracy of AD and
MCI diagnoses. However, since the pathological variations
are subtle at the MCI stage, it is still challenging to develop
more advanced biomarkers to accurately predict the conver-
sion from MCI to AD.

According to whether the MCI subjects will convert to
AD or not within a given time period (ie., 3 years), they
are separated into two categories: progressive MCI (pMCI)
and stable MCI (sMCI). Previous studies [14, 15] have
shown that the subjects with pMCI are similar to AD while
subjects with sMCI are more like normal control (NC). As
a result, the classification between AD and NC is a simple
version of that between pMCI and sMCI. Due to the high
heterogeneity of MCI population, it is effective to take
advantage of AD and NC information in MCI conversion
prediction, such as feature selection and classifier training.
Studies [14-22] also have demonstrated that the information
of AD and NC subjects is helpful in distinguishing pMCI
subjects from sMCI subjects. In [16, 17], the data of AD
and NC subjects was used to build classifier for the discrim-
ination between pMCI and sMCI subjects. In [18-20], the
AD and NC subjects were regarded as labeled samples while
MCI subjects were taken as unlabeled samples, and a semi-
supervised learning approach was applied to dividing MCI
subjects into normal-like and AD-like categories. In [14],
to distinguish pMCI from sMCI, a semisupervised low-
density separation (LDS) method was used to integrate AD
and NC information. In [21], a novel domain transfer learn-
ing method drawing support from AD and NC subjects was
used for MCI conversion prediction. Besides, some studies
extracted novel biomarkers for MCI conversion prediction
by information propagation from AD and NC subjects to
MCI subjects. For instance, in [22], the information was
propagated from AD and NC subjects to MCI subjects by
a weighting function, and the average grading value was
computed for MCI classification. In [15], the disease labels
of AD and NC subjects were propagated to MCI subjects
using elastic net technique, and a global grading biomarker
was developed.

Owing to the high dimensionality of MRI features, it is
difficult to find a good representation of brain features to
reveal their subtle pathological variations for MCI conver-
sion prediction [23]. The subspace learning method as a
dimension reduction approach has become a hot topic in
many fields [24-30]. In the field of AD diagnosis, several
subspace learning methods, such as canonical correlation
analysis (CCA) [31, 32], independent component analysis
(ICA) [33, 34], partial least squares (PLS) [35, 36], locality
preserving projection (LPP) [37, 38], linear discriminant
analysis (LDA) [38, 39], and locally linear embedding
(LLE) [23, 40], have demonstrated promising performance.
For instance, in [23], multivariate MRI data were trans-
formed into a locally linear space by LLE algorithm, and
the embedded features were used to predict the conversion
from MCI to AD. In [34], the risk factors associated with
MCI conversion were investigated by combining ICA with
the multivariate Cox proportional hazards regression model.
In [38], a sparse least square regression framework with
LDA and LPP was proposed for feature selection in AD
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diagnosis. The experimental results verified that subspace
learning methods outperformed feature selection methods.
Although many subspace learning methods have been
applied to the early detection of AD, it is still a challenging
problem to map MRI data into a low-dimensional subspace
and find representative brain features for detecting the dif-
ferences between pMCI and sMCI. In addition, it is interest-
ing to investigate how the AD and NC data can provide
auxiliary information in this procedure and enhance the per-
formance of MCI classification.

In this work, we propose a method to extract biomarkers
of MCI subjects based on subspace learning for predicting
conversion from MCI to AD. Specifically, we first learn
two projection matrices to map multivariate MRI data of
regional cortical thickness (CT) and cortical volume (CV)
into a common label subspace with lower dimensions for
AD and NC subjects, where the correlation of multiple var-
iables and the original data structure are kept as much as
possible. We then use the projection matrices to map the
CT and CV data of the MCI subjects into the common sub-
space to obtain the CT- and CV-based features for MCI sub-
jects accordingly. After that, we perform self-weighted
operation and weighted fusion on the CT- and CV-based
features in common subspace and extract the novel bio-
markers for MCI subjects.

2. Materials and Method

2.1. Image Data and Preprocessing. Data used in this work
are acquired from Alzheimer’s Disease Neuroimaging Initia-
tive (ADNI) database (http://adni.loni.usc.edu/). We use
baseline MRI scans (1.5T, 1.25 mm x 1.25 mm in-plane spa-
tial resolution, 1.2mm thick slices) of 528 subjects, which
include 142 AD subjects, 165 NC subjects, and 221 MCI sub-
jects. Moreover, the 221 MCI subjects contain 126 pMCI
and 95 sMCI subjects. The characteristics of the participants
are shown in Table 1.

The image preprocessing involves the following steps:
motion correction, nonbrain tissue removal, coordinate
transformation, gray matter (GM) segmentation, and recon-
struction of GM/white matter boundaries [41-43]. We con-
ducted all preprocessing steps by FreeSurfer v5.3.0 (http://
surfernmr.mgh.harvard.edu). The reconstruction and seg-
mentation errors are visually checked using FreeView soft-
ware and manually corrected. After that, surface inflation
and registration are performed, followed by cortical thick-
ness and volume measurement calculation [44]. Finally, the
images were smoothed by a 30 mm full width at half maxi-
mum Gaussian kernel [45]. The images are segmented into
90 regions in the light of the automated anatomical labeling
atlas [46], and then, 12 subcortical regions are removed
owing to the lack of the thickness features. The average cor-
tical thickness and cortical volume of each region are calcu-
lated and used as features.

2.2. Method. Schematic representation of our proposed
method is provided in Figure 1. The method includes three
steps: (1) Taking AD and NC subjects as auxiliary data, we
learn two projection matrices. (2) The MCI subjects are
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TaBLE 1: Characteristics of the subjects.

. MCI
Variables NC SMCI PMCI AD
No. of subjects (male/female) 165 (78/87) 95 (63/32) 126 (73/53) 142 (72/70)
Age 76.40 £ 5.37 74.94 +£7.32 73.40 £9.25 76.10 £7.51
CDR 0 0.5 0.5 0.5/1
MMSE 29.19+£0.96 27.69+1.73 26.49+1.70 23.20+2.01

CDR: Clinical Dementia Rating; MMSE: Mini-Mental State Examination.

mapped into subspace according to the projection matrices.
(3) Self-weighted operation and weighted fusion are per-
formed on the features in the subspace, and the biomarkers
are extracted.

2.2.1. Learning Projection Matrices Using Auxiliary Data. In
this subsection, with AD and NC subjects as auxiliary data,
we learn two projection matrices to map multivariate struc-
tural MRI data of regional cortical thickness and volume
into a common label subspace, where the original data struc-
ture and the one-to-one correspondence between multiple
variables  are kept as much as  possible.
LetXcp = [xCT, 457, -, xCT] € R®" and Xy = [x$Y, 257, -,
xV] € R*" denote the cortical thickness and cortical vol-
ume feature matrices, respectively, where n is the number
of AD and NC subjects, and d is the number of feature
dimensions. Let Y € R™ represent a class indicator matrix
with 0-1 encoding, where ¢ is the number of classes. To learn
the two projection matrices U and V%, the objective
function is defined as follows:

= M(U, V) + (1= Nf(U, V) +ag(U, V) + Br(U, V).

(1)

The first term I(U, V) is the linear regression from the
feature space to the label space, and it guarantees that sam-
ples are close to their labels after projection. (U, V) is
expressed as follows:

QU V)

(U, V):||Y—X(T;TUH;+HY—X&VH; (2)

The second term maintains the correlation between the
CT features and CV features of the same image. It is well
known that different morphological features of the same
image reflect the same label information from different
views. They should be close to each other after projection.
Therefore, f(U, V) is defined as follows:

FUV) = ||XEU - X5, V[ (3)

The third term g(U, V) is the graph regularization term,
which is used to better exploit the local structural informa-
tion of the data. We aim to preserve the neighborhood rela-
tionship between samples of single morphological feature.
Here, we first introduce the graph regularization term for
cortical thickness feature X-p. We define an undirected

and symmetric graph Ger = (Ver, Wer), where Vg is a
collection of samples in X~ and W represents the rela-
tions between samples. Each element ng in Wy is defined

as follows:
(xiCT B ijT)z -, CT cr\ ;g
wST exp e | if x; eNk(xj ),z;b],
0, otherwise,
(4)
where N k( T) denotes the k-nearest neighbors of xCT Let g,

denote the i-th column of UTX; then, the graph regularl—
zation term for cortical thickness data is formulated as fol-
lows:

ger(U Z a ‘“1”2 i =
1] 1

( TXCTLCTXCT U) (5)

where Lo = Doy — Wep is the graph Laplacian matrix and

Dep € R is a diagonal matrix with its diagonal elements
DST = ¥ T
Jg

Similarly, for the cortical volume data X, let b; denote

the i-th column of VT X . The graph regularization term of

volume data is formulated as follows:

2

Iev(V Z 1B = by ;wis” = tr(V' XeyLevX ey V) (6)
1] 1

where w$Y and Ly are defined as before. The final repre-

ij
sentation of the graph regularization term is then given by

the following:

9U, V) =gcr(U) + gey(V) = ”(UTXCTLCTX(T:T U)
+tr(VI X oy Loy Xy V).

The last term r(U, V) controls the scale of projection
matrices and avoids overfitting:

r(U, V) = [U[; + [ VI[3 (8)

Besides, A, a, and f3 are the three balancing parameters.
Based on Equations (2), (3), (7), and (8), we can obtain the
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FIGURE 1: Schematic representation of the proposed method.
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final objective function as follows:
. 2 2
minQ(U. V) =A([[Y - XEU [+ ¥ - XE V)

+ (-0 (|x&U - x5V}

+aftr(U XerLerX e U) ®)
+tr(V Xy Loy Xy V)]
+B(IUIE+IVIIE)-

2.2.2. Optimization Algorithm. Both U and V are initialized
as zero matrices. We then iteratively update each variable by
fixing another variable. By setting the partial derivative of
Q(U, V) with respect to U and setting it to zero, we have
the following:

(U, V)

si =24 (XcrX&pU - XcrY)

£2(1- 1) (X XEg U = XXy vy - (10)
+2aXorLepXE:U + 28U = 0.

We can get the following:

U= (XerXEp + aXepLerXip + BI) 7 [AXepY + (1 - ) Xer X5, V).
(11)

Similarly, by fixing U and updating V, we can obtain the
following:

-1
V= (XCVXgV +aXoyLoy XSy + BI) [AXcyY +(1- MNXcyXEr Ul
(12)

The procedure of projection matrices learning with aux-
iliary data is described in Algorithm 1.

2.2.3. Feature Extraction of MCI Subjects. Let Zqp = [257,
5T, 28 e R and  Zgy = [28Y, 28V, -+, 25V ] € RPT
denote the cortical thickness and cortical volume feature
matrices of the m images of MCI subjects, respectively.
The feature representations of MCI subjects in subspace
are denoted by Fear € R™“ and Fea., € R™, which are
computed as follows:

Feacp = ZL. x U, (13)

Feacy = Z&y x V. (14)

To make the projected features of pMCI and sMCI sub-
jects are more discriminative, as well as balance the effective-
ness of features from thickness and volume data, we perform
self-weighted operation and weighted fusion on the features
in subspace to obtain the final features. Finally, the bio-
markers for MCI subjects are defined as follows:

Fea =1 « (|Feacy| * Feacr) + (1 —7)  (|Feacy| * Feacy),

(15)

where 7 is the weight parameter. |Fea.p| represents the abso-
lute values of all elements in matrix Feacr.

3. Experiments and Results

We first evaluated the performance of the proposed bio-
markers by carrying out pairwise classifications with three
classifiers, i.e., decision tree classifier, support vector
machine (SVM) with RBF kernel, and SVM with linear ker-
nel. To verify the efficacy of the feature reduction, the pro-
posed method was also compared with four commonly
used feature reduction methods. Second, we compared the
performance of the proposed biomarkers with that of state-
of-the-art methods. Third, the effectiveness of learning pro-
jection matrices using AD and NC information was vali-
dated. Finally, the discrimination ability of the proposed
biomarkers was illustrated. To make fair comparisons, we
repeated 10-fold cross-validation 20 times to report the aver-
age results for each method. Thel0O-fold cross-validation
strategy partitioned all samples into 10 subsets, left one sub-
set for testing and other subsets for training until each of the
10 subsets was tested. Four measures including accuracy
(ACC), sensitivity (SEN), specificity (SPE), and area under
the receiver operating characteristic curve (AUC) were used
to comprehensively evaluate the performance for all
methods. Moreover, to assess whether the differences
between the two competing methods were statistically signif-
icant, paired t-tests at 95% significance level were performed
on the classification accuracies of the 20 runs.

We conducted all the experiments under MATLAB
R2016b. Specifically, the decision tree classifier was imple-
mented based on the MATLAB build-in functions. SVM
with RBF kernel and linear kernel were adopted from the
LIBSVM toolbox [47] and LIBLINEAR toolbox [48], respec-
tively. For the three balancing parameters in Equation (9), A
was tested in the range of {0.1,0.2,---,0.9}, while the
parameter a was tested at the logarithmic scale of 10" with
i={-3,-2,--,1}, and the parameter f3 was also determined
at the logarithmic scale of 10/ with j={-1,0, 1}. The value
of nearest neighbors k was tested from the set of {3,5,7,9,
11,13,15}. Besides, the parameter # in Equation (15) was
determined in a specific range (7€ {gx107%gx107'},
where g€ {1,2,---,9}). Note that we also conducted the
parameter optimization for each method in comparison to
reach their best performance.

3.1. Evaluation of Classification Performance. In this subsec-
tion, we first compared the classification performance of the
proposed biomarkers with that of global grading biomarker
in [15], based on three different classifiers, i.e., decision tree
classifier, SVM with RBF kernel, and SVM with linear ker-
nel. In [15], elastic net was used to propagate the informa-
tion of AD and NC subjects to the target MCI subject, and
a global grading biomarker was extracted for each MCI sub-
ject. We used the same method as proposed in [15] but cal-
culated the grading biomarkers based on regionwise
features. The sparse coding process of elastic net [49] was
implemented via SPAMS toolbox [50]. Table 2 demonstrates
the group classification results of the proposed biomarkers
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Input: The cortical thickness matrix of AD and NC subjects X, € R®";
The cortical volume matrix of AD and NC subjects X, € R
The corresponding label matrix Y € R™;
The balancing parameters A, a,
Output: The two projection vectors U and V for thickness and volume data.
1. Compute the data affinity matrices W and Wey;
2. Compute the diagonal matrices Doy and Dy;
3. Compute the Laplacian matrices Loy and Leys
4, Initialize U and V with zero matrix;
5. Repeat
6. Update U according to (11);
7. Update V according to (12);
8. Until convergence.
ALGORITHM 1: Projection matrices learning algorithm based on auxiliary data.
TaBLE 2: Classification results of two competing biomarkers using different classifiers.
Feature Classifier ACC (%) p value SEN (%) SPE (%) AUC
Global grading biomarker in [15] o . 64.72 69.30 58.56 0.6097
. Decision tree classifier 0.0082
Proposed biomarkers 66.35 70.97 60.33 0.6216
Global grading biomarker in [15] ) . 68.22 83.35 48.03 0.6790
. SVM classifier with RBF kernel 0.5169
Proposed biomarkers 68.37 83.57 48.06 0.6800
Global grading biomarker in [15] . o 67.43 70.04 63.96 0.6981
. SVM classifier with linear kernel <0.0001
Proposed biomarkers 69.37 75.39 61.23 0.6951

and the global grading biomarker developed in [15], sepa-
rately for the three classifiers. The classification perfor-
mances of our proposed biomarkers were significantly
better (p < 0.05) than that of global grading biomarker in
[15] under decision tree classifier and SVM with linear ker-
nel. There was no significant difference in the classification
performance between the two competitive biomarkers using
SVM with RBF kernel, although the classification accuracy,
sensitivity, specificity, and AUC of the proposed biomarkers
were slightly higher. In conclusion, the proposed biomarkers
were superior to or at least as good as the global grading bio-
marker in [15] under different classifiers. The proposed bio-
marker achieved highest accuracy of 69.37% when using
SVM classifier with linear kernel.

As mentioned above, the proposed method could reduce
the feature dimensions and extract meaningful biomarkers.
To verify its performance on dimensionality reduction, we
further compared the proposed method with four com-
monly used feature reduction methods, ie., minimum
redundancy and maximum relevance (mRMR) [51], t-test,
principal component analysis (PCA) [52], and ICA. The
mRMR method selects features according to the minimum
redundancy and maximum relevance criterion based on
mutual information. ¢-test is one of the statistical hypothesis
testing techniques, which has been successfully used for
supervised feature selection in neuroimaging studies [53].
Both PCA and ICA are subspace learning methods. PCA
captures most of the variance in the data by linearly trans-
forming correlated features into a smaller number of uncor-
related features. ICA separates data into a set of independent

and relevant features. We compared above feature reduction
methods with the three aforementioned classifiers. The best
number of features for each competing method was found
by grid search optimization. As can be seen from Figure 2,
the proposed method outperformed other feature reduction
methods with all three classifiers. The proposed method
improved the classification accuracy on average by 9.21%,
8.38%, 7.97%, and 6.43% compared to mRMR, t-test, PCA,
and ICA, respectively.

3.2. Comparison with State-of-the-Art Methods. In this sub-
section, we compared the best classification performance of
the proposed biomarkers with that of the feature extraction
methods presented in [13, 15] on the same dataset. In [13],
the MFN features were extracted, and then, the two-step fea-
ture selection mRMR and SVM-based recursive feature
elimination (SVM-RFE) [54] were employed to find the
optimal MEN feature subset. Finally, the SVM classifier with
RBF kernel was used for pMCI and sMCI classification. In
[15], grading biomarkers were calculated using elastic net
technique, and then, the SVM classifier with linear kernel
was used for classification. In order to show the validity of
our feature extraction strategy, the original morphological
features were also added for comparison using the same fea-
ture selection strategy and classifier as literature [13].

Table 3 summarizes the classification results of all com-
peting methods. It is notable from Table 3 that all feature
extraction methods outperformed the method of exploiting
original morphological features in terms of ACC, SPE, and
AUC, which implies that the extraction of effective features
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FIGURE 2: Comparison of different feature reduction methods.
TasLE 3: Comparison of classification results of all competing methods.
Feature Classifier ACC (%) SEN (%) SPE (%) AUC
Original morphological features SVM classifier with RBF kernel 62.92 7123 51.72 0.6508
MEFN in [13] SVM classifier with RBF kernel 65.61 70.63 58.95 0.6670
Global grading biomarker in [15] SVM classifier with linear kernel 67.43 70.04 63.96 0.6981
Proposed biomarker SVM classifier with linear kernel 69.37 75.39 61.23 0.6951

can improve classification performance. In virtue of sub-
space learning, our proposed method achieved the highest
classification accuracy and sensitivity among all competing
methods. Specifically, compared with the methods proposed
in [13, 15], our method improved the classification accuracy
by 3.76% and 1.94% and improved the sensitivity by 4.76%
and 5.35%, respectively. Therefore, it is reasonable to inte-
grate subspace learning into the feature extraction, which
can enhance the classification power of the features.

The best parameter combination found by experiments
was A=0.1, =0.1, =10, and #=0.03. The numbers of
nearest neighbors for cortical thickness and volume data
were 11 and 3, respectively. For the classification of pMCI
and sMCI, the class indicator ¢ = 2.

3.3. Effectiveness of Learning Projection Matrices Using AD
and NC Information. In this subsection, we examined the
effectiveness of learning projection matrices using AD and
NC data. For comparison, we learned projection matrices
by virtue of pMCI and sMCI data. The same procedure of
MCI feature extraction as Section 2.2 was conducted. Three
different classifiers, i.e., decision tree classifier, SVM with
RBF kernel, and SVM with linear kernel, were used for test
in turn. We also conducted 10-fold cross-validation for 20
times to obtain the average results. To be specific, we ran-
domly divided the MCI dataset into 10 subsets and then iter-
atively left one subset for testing and the remaining 9 subsets
for training until each of the 10 subsets was validated. The

two projection matrices were learned from the training sub-
sets, and then, all the data of training subsets and testing
subsets were projected from original space into the subspace
by the two projection matrices. At last, the biomarkers were
computed according to Equation (15). All the parameters of
the competing methods were optimized in the same range as
our proposed method.

Table 4 demonstrates the classification results of learning
projection matrices using different data. Compared with
pMCI and sMCI data, the projection matrices learned with
AD and NC data obtained better classification performance
no matter which classifier was used. In particular, compared
to learning projection matrices using pMCI and sMCI data,
the proposed method obtained significant improvements on
the classification accuracy and sensitivity by 4.59% and 7.8%
when using SVM classifier with linear kernel, respectively.
These results confirmed the efficacy of adopting AD and
NC data in the subspace learning in our method. Meanwhile,
this also validated that the inclusion of AD and NC informa-
tion is beneficial for the classification between pMCI and
sMCI [14, 15, 17, 19, 21, 22, 55].

3.4. Visualization. In this subsection, we illustrated the dis-
tributions of MCI samples in original morphological feature
space and the projected subspace, respectively, to visually
exhibit the distinguishing ability of different features. For
the original morphological features, the PCA was applied
to converting the original thickness and volume features to
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TaBLE 4: Classification performance of learning projection matrices using different data.

Data of learning projection matrices Classifier ACC (%) p value SEN (%) SPE (%) AUC

pMCI and sMCI data N , 60.89 67.22 52.27 0.5318
Decision tree classifier <0.0001

AD and NC data 66.35 70.97 60.33 0.6216

pMCI and sMCI data . . 65.17 73.95 53.46 0.6495
SVM cdlassifier with RBF kernel <0.0001

AD and NC data 68.37 83.57 48.06 0.6800

pMCI and sMCI data , o 64.78 67.59 60.91 0.6628
SVM classifier with linear kernel <0.0001

AD and NC data 69.37 75.39 61.23 0.6951

a number of uncorrelated features, respectively. Here, we
employed the first principal component with the largest
amount of variance for each type of morphological features
and displayed the sample distribution in the two-
dimensional space. In the original feature space
(Figure 3(a)), it is clear to see that the distributions of pMCI
and sMCI samples overlapped severely and samples in each
class were scattered. Thus, the classification performance of
the original features was very limited. In contrast, interclass
distance of the pMCI and sMCI samples in the subspace is
large while the intraclass distance is small (Figure 3(b)).
Therefore, the proposed biomarkers derived from morpho-
logical features exhibited superiority over their original
form; that is, our proposed biomarker extraction method
was effective. Moreover, from Figures 3(c) and 3(d), we
can see that the differences between pMCI and sMCI along
the two dimensions in subspace were significant.

4. Discussion

In this work, we presented a novel biomarker extraction
method based on subspace learning for the prediction of
MCI-to-AD conversion. The developed biomarkers outper-
formed the competing biomarkers on the discrimination
between pMCI and sMCI subjects. Moreover, the improve-
ment from the developed biomarkers was not limited to a
particular classifier but worked equally well for three differ-
ent classifiers. In a word, this work provided a promising
biomarker for the early diagnosis of AD.

4.1. Effectiveness Analysis of the Proposed Method. The good
performance of our proposed method can be attributed to
three reasons: (1) Effective subspace learning. We have dem-
onstrated that the MCI subjects in original morphological
feature space were high-dimensional and severely over-
lapped with each other. Therefore, subspace learning
methods mapped multivariate MRI data of MCI subjects
into a common subspace with fewer dimensions, where they
were much easier to be distinguished. Figure 3 clearly
exhibits the efficacy of the space transformation. (2) The
information of AD and NC subjects was employed. Com-
pared with MCI subjects, the distances between intraclass
samples are small while interclass samples are large for AD
and NC subjects. Thus, it is easier to keep the neighborhood
relationship between intraclass samples in subspace learning
using AD and NC data. In addition, the utilization of AD
and NC subjects instead of MCI subjects during subspace
learning can avoid the double-dipping problem [56] in the

classification of sMCI and pMCI. Therefore, it is reasonable
to learn projection matrices using AD and NC data for MCI
data, which was verified by the results in Table 4. (3) The
self-weighted operation and weighted fusion were con-
ducted. According to the projection matrices learned from
AD and NC data, we mapped the thickness and volume data
of MCI subjects into a common subspace. The feature repre-
sentations of MCI subjects in the subspace, i.e., Feac and
Fea.y, were obtained. After that, we conducted the self-
weighted operation on Fea-; and Feacy, to further amplify
the differences between pMCI and sMCI. Although the cor-
tical thickness and volume provided complementary infor-
mation for the discrimination between pMCI and sMCI,
the effect of them on classification is imbalanced; the more
discriminative the morphological features are, the larger
weights they should possess. Thus, we performed weighted
fusion on thickness and volume-based features to obtain
the final biomarkers. The results in Section 3 implied the
effectiveness of our extracted biomarkers.

4.2. Influence of the Number of Auxiliary Data on
Classification Accuracy. To study the influence of the num-
ber of auxiliary data on classification accuracy, we firstly
used different numbers of auxiliary data to calculate the
grading biomarker in [15] and the proposed biomarker,
respectively, and then compared the differences of perfor-
mance between them using SVM classifier with linear kernel.
The number of auxiliary data varied from 50 to 250 with an
increment of 50. For each specific number, we resampled the
AD and NC subjects with the proportion of 1:1 for 10 times
and calculated the average classification accuracy to avoid
the sampling bias. The same procedure of 10-fold cross-
validation and parameter optimization as Section 3 were
conducted in the classification. The classification accuracies
of two competing biomarkers with respect to different num-
bers of auxiliary data are illustrated in Figure 4. For compar-
ison, we also plotted the classification accuracies of
biomarkers computed by all auxiliary data. As shown in
Figure 4, the classification performance of both two methods
improves gradually with the increase of the number of aux-
iliary data, which verify the number of auxiliary data has an
impact on classification performance of the biomarkers. In
addition, the proposed biomarker outperforms the grading
biomarker in [15] with different numbers of auxiliary data,
which confirms the effectiveness of our proposed method.

4.3. Limitations. There are several limitations that should be
addressed in the future work. Firstly, in our work, the CCA
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was adopted to maintain the correlation between the thick-
ness features and volume features of the same image. And
the graph regularization term was used to preserve the
neighborhood relationship of samples in the subspace. How-

ever, other subspace learning methods, such as ICA, LDA,
and LLE, should be further explored and validated in the
biomarker extraction. Secondly, to map the MCI subjects
into subspace, we learned the projection matrices only using
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the information of AD and NC subjects. It remains to be
explored whether the performance can be improved by inte-
grating the information of AD, NC, and MCI subjects dur-
ing the projection matrices learning process. Thirdly, the
proposed method took advantage of the limited morpholog-
ical features, i.e., thickness and volume. As a matter of fact,
different morphological features could reflect abnormal
alterations of the brain from different perspectives, so they
might provide complementary information for the early rec-
ognition of disease. More morphologies such as surface area
[57], gyrus height [58], and local gyrification index [59]
could be adopted to improve the classification performance.

5. Conclusion

In this paper, we developed the novel biomarkers based on
subspace learning and the information integration of AD
and NC subjects, which found a good feature representation
from high-dimensional MRI data for predicting conversion
from MCI to AD. The extracted biomarkers exhibited prom-
ising performance on discrimination between pMCI and
sMCI, which validated the effectiveness of our proposed
method. In addition, experimental results showed that the
subspace learning was effective approach for finding satisfac-
tory biomarkers and the information integration of AD and
NC subjects was beneficial for the prediction of MCI-to-AD
conversion.
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